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What is Adaptive Mesh Refinement ? 

Refined regions are organized into rectangular patches.
Refinement performed in time as well as in space.

•  Berger, 1982 Ph.D. thesis; Berger and Oliger, 1984. 
•  Berger and Colella, 1989 ‒ practical algorithm for unsteady fluid dynamics problems. 



Built on a foundation from DOE Applied Mathematics 

•  Mathematical analysis of applied 
nonlinear PDE: well-posedness, 
locality, local regularity. 

•  Finite-volume methods for 
conservation laws. 

•  Analysis of multiphysics problems.  



Collaboration between mathematics and computer 
science. 

•  Data structures beyond rectangular arrays. 
•  HPC on vector computers, distributed memory 

multiprocessors.  
•  Use of modern software technologies (C++ frameworks that 

look like embedded DSLs). 
•  Other innovative techniques, e.g. edge detection algorithms  

for grid generation (Berger and Rigoutsos), cut-cell grid 
generation using adaptive precision arithmetic (Aftosmis, 
Berger, and Melton). 



Developed hand-in-hand with scientific applications 

•  Shock physics. 
•  Low-Mach number combustion. 
•  Astrophysics. 
•  Aerodynamics.  
•  Subsurface flows. 
•  Plasma physics. 
•  …  



Growth of a community 

respect the physical laws they approximate.  For example, certain quantities in nature are 
conserved.  In the case of weather modeling, the amount of moisture in a cloud is conserved by a 
physical process, such as rain.  Making sure that the cloud has the same amount of moisture as it 
passes between coarse and fine meshes requires that the mathematical equations be written to 
maintain the balance and that the algorithms respect that property of the equations.”  

 
“Making these algorithms work right for adaptive meshes requires computer science as well as 
mathematical expertise.  Keeping track of the data on the different meshes, and across the 
interfaces between coarse and fine meshes, is much more complex than keeping track of data on 
a single uniform mesh.  New data structures are needed to store the data, and efficient algorithms 
are needed to effectively allocate appropriate portions of the computer architecture to do the 
job).” (pages 26-27). 

 
 There are many scientific problems that have a structure that lends itself to being addressed by 
AMR.  However, each scientific problem has its unique features that require the researchers to adapt 
AMR itself and incorporate new capabilities.  The result is the creation of software libraries which contain 
the codes that researchers can learn and then apply to their computational needs. 
 
THE DEVELOPMENT OF AMR 
 In this section, we will follow the development of the branch of AMR that has its origins in the 
ongoing work of Bell, Berger and Colella.  The story starts with Marcia Berger’s thesis (“Adaptive Mesh 
Refinement for Hyperbolic Partial Differential Equation, Ph.D., 1982, Stanford University, Computer 
Science Department) and is continuing in a variety of directions today.  The development is a good 
illustration of the leverage of the funding from the Office of Science at DOE.  The various stages in this 
development are shown in the diagram in Figure 3.1. 
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Figure 3.1. The Berger-Colella-Bell Stream of AMR Development
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Movement of People 
 The movement of people who have learned a technology is another traditional method of 
technology transfer.  Technology moves with the people who know it and apply it in new places.  The 
issue with new technologies like AMR is that they take time and effort to learn.  The adopters have to be 
convinced that the new technology will be superior to the ones that they are using.  If they are uncertain 
or skeptical, they will wait.  So it is usually easier to teach the new technology to young people who are 
just learning their tools and techniques.  The people who learn and carry new technology are Ph.D. 
students, post docs and new staff members.  Several examples concerning AMR have been given above.  
In this section, we want to take a closer look and also sketch out the larger network.  Then we will look at 
how some of the nodes in the network have become hubs. 
 The network of locations where AMR work is being done is shown in Figure 3.2, which also 
shows the flow of people between these places.  The nodes of the network are places where the people 
work.  The network gives a prominent place to UC Berkeley.  A key source of applied math students has 
been Albert Chorin.  Colella, Pember, Puckett and Minion were all Chorin students.  Starting with summer 
work, they would work in the labs (Los Alamos, Livermore or Berkeley).  Chorin and a lot of his students 
were funded through the Office of Science.  Then his students would have their theses and post docs 
funded to work on applied math projects at these same labs.  Some of them found their way into the AMR 
community. 
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Figure 3.2. Representative Network Created by Applied Math People Movement
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From a report to the DOE Office of Science by S. Mohrman and J. Galbraith,  
USC Marshall School of Business, 2005  



Keys to Success  

•  A broadly-applicable technology being developed in tandem  
with specific difficult science problems being solved. 

•  Long-term support. 
•  Engagement with visionary science partners.  
•  Flexibility about bureaucratic boundaries. 


